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Abstract. Heterogeneous system verification lacks on functional amddl ver-
ification methodologies. A verification gap exists betweka different signal
domains. To bridge this gap an assertion-based design thtlessential. This
requires the integration of the special analog charatiesis formal digital tem-
poral assertions. Therefore, we defined a new set of migthbassertions to
improve the verification process. Our novel approach extd¢imel assertion-based
verification techniques for fast falsification. The prombsaethod is demon-
strated by several examples which verify analog signal edmghavior, slopes,
frequencies, differential algebraic equations, and atian with SystemC-AMS
simulations.

1 Introduction

Through the additional integration of analog and physitaicsures in todays micro-
electronic systems the development process forces emgit@eise new elaborated
system architectures and description languages. To dah&alevelopment and ver-
ification process for heterogeneous systems a link betweecifecation and models
at different domains is necessary. Analog circuits usuadlyibit continuous changes
in voltage, current and timing, whereas digital systemsabin usually exhibits dis-
crete changes in time and value. Additionally, physicaldvétr can be described by
differential algebraic equation@AE). The interactions and integrations of the differ-
ent characteristics (analog/digital hardware and diffepdysical phenomena) within
one model challenge system designers in modeling and validaf heterogeneous
systems.

Today complex mixed-signal system validation is still domg special
analog/mixed-signalAMS) simulators that only give an input pattern dependent r
sult. The combination of the different properties betwdendomains is the challenging
part of the verification process. One common verificatiohmégue for digital systems
is assertion-based verificatio\BV) [1] which joins desired temporal properties (as-
sertions) and validation during simulation to provide mpowverful system verification.



This enables fast falsification and better error local@atir he specified properties can
be easily included into the design or testbench. Additigntide assertions can be used
in all phases of the further verification process which inwerthe whole verification
and validation process.

The contribution of this paper is the combination betweerdifferent special char-
acteristics of analog behavior (signal range, slopes, DBAd attenuation), Boolean
signals and temporal logic to generate properties for ABVietierogeneous systems.
To reach this aim we defined a novel language nameked-signal assertiond/1SA)
which is based on [2]. These MSAs can be integrated into tlsggdeand the corre-
sponding testbench for verifying with the develofggstemC-AMS Temporal Checker
(SCAC) library for SystemC-AMS [3] simulation.

The following sections discuss the application of MSA fotdtegeneous systems.
Section 2 gives a survey of current approaches regardirggdgetneous / AMS veri-
fication and ABV. Section 3 explains our contribution and lempentation. The novel
method with special important properties is demonstrate&kiction 4. Finally, we con-
clude and point out further work.

2 Related Work

In the last decadbardware description languagésiDL) have been widely used to
model and simulate systems. The main challenges in therde$igeterogeneous sys-
tems are the different time and value characteristics. fergurpose VHDL [4] and
Verilog [5] are extended with an AMS domain in which DAEs camibtegrated [6]
[7]. Another system description language called SystenjOvE& also extended with
an AMS library [3] adding the ability to integrate DAESs. Thierery makes it possible
to describe complete heterogeneous systems in a C++ emaian

For complex system designs simulation techniques areasti#ssential validation
approach. Additionally, to improve the simulation, the kesdtablished technique in
digital system-on-chip design ABV [1] can be used. Assegican be for instance
expressed in the standapdoperty specification languagéSL) [9]. An example is
assert(F[3|(!(ack|req))), wherebyassert represents theerification layer The sym-
bol F[3] signifies theeventually-operator of theemporal layerand the last part in-
cludes theBoolean layer ABV can be classified imffline monitoringchecking after
the simulation andnline monitoringwhich is applied during the simulation. Online
monitors can detect errors at once but generate an overheimhwdation time (fast
falsification).

In contrary to the digital domain, analog design flows suffem the absence of
established ABV methods. Nevertheless, in recent yeareralkeacademic approaches
for verification of analog and mixed-signal systems [10]énbeen introduced. In [11]
and [12] serveral offline monitoring property checking aggmhes based on modeling
AMS designs in terms of equations are introduced. Typicdigired analog properties
are characterized through continuous time and frequenCm®mercial tools such as
Matlab [13] have recognized the necessity of monitors ampstt the observation of
signals with static references. Unfortunately, a formalgarty specification language
which combines discrete and continuous time and the fre;yugomain with temporal
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Fig. 1. Verification process with MSAs.

logic for the verification process is missing. Formal speatfbns are still insufficiently
resolved in analog design validation. Yet, all analog fdrspacifications are principally
based orinear temporal logidLTL) or computation tree logi¢CTL) [14], that cannot
fully cover desired analog behavior. However, some rudiamsrincomplete academic
analog specifications are introduced with the goal of ongedi designer-oriented char-
acterization. In [15] CTL-AT was specified which can deseritynamic behavior with
time constrained temporal operators. An extension calfedog specification language
(ASL) [16] was defined in order to describe analog behaviojl¥] and [18] a PSL ex-
tension namedignal temporal logi¢STL) for describing limited analog properties for
simulation is introduced. The temporal layer is defined bitditinear temporal logic
in dense time. An online monitoring approach wittonitoring timed automat@VTA)
and VHDL-AMS designs is introduced in [19]. This approaclidsiup on testbench
observer automata without temporal logic. Our work bakidaiproves the above con-
tributions based on the approach in [2], where MSAs are éhuced for heterogeneous
systems. The challenge of an ABV for heterogeneous systemsists in the combi-
nation of continuous and discrete time and frequencies teithporal logic with the
ability to represent different signal characteristics.

3 Specification of Mixed-Signal Assertions

The challenge of ABV of heterogeneous systems is the cortibinaf analog charac-
teristics (continuous time domain, frequency domain, e$p@ttenuations, and DAES)
and digital signals in formal temporal properties. Thesgpprties are specified in our
novel MSA language. In contrast to the related work MSAsvellbe specification of
properties of analog, digital, and physical component®fdine monitoring. This in-
cludes all mentioned analog characteristics in combinatith temporal logic and dig-
ital signals. In Fig. 1 the proposed verification proces®iWSA is shown. The upper
part begins with the informal requirements which repreflemtsystem characteristics.
The designer specifies the individual desired behavior@fitimlog and digital system
modules and their interactions in formal MSAs. The resud Iseterogeneous system
embodying thelesign under verificatio(DUV) including MSAs for online monitoring.
In contrast to PSL, MSA contains an extension of the sepauatamic proposition
of the Boolean layer, which consists of digital signals,rggevariable conditions, and
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analog signals in combination with their operators. Our Msp#&cification is based on
the syntax and semantics firfite linear temporal logiqFLTL) [20], a subset of PSL.
Therefore we had to extend the observer AR-automata (AtRejetct-Automata) [20]
by the set of MSA propositions. The temporal layer of PSL far bbserver automata
is the same as for MSAs. On the left hand side of Fig. 2 are themoon PSL layers
depicted. The right hand side shows the layers of MSA. Théearige of the heteroge-
neous system ABV process with MSA is the connection of thiediht characteristics
from the domains, the different time references, and teaigogic. This is achieved
by defining a clear syntax and semantics of the analog layer.gbal is to provide a
common semantics for assertions which can be used for \&@hieterogeneous design
and verification tools for the whole verification processe Tiew MSAs are exemplarily
implemented irSCAC for SystemC-AMS designs.

3.1 Definition of Mixed-Signal Assertions

As already mentioned MSA is a superset of FLTL. It extendslFai the atomic layer
by a set of expressions that can be used to describe prapeftealog signals. Using
those new expressions analog signals can be verified in th&noous time domain
as well as in the frequency domain. With the operators of thel&n layer of FLTL
various atomic propositions can be combined. Thus, it isiptesto describe combined
analog-digital properties which is useful concerning teefication of heterogeneous
systems.

The syntax of MSA is described by Definitions 1 to 3. In theséniteons A, D
andV are the finite sets of symbols for the analog signals % — RR), digital signals
(6 : Z — B), and variablesZ — IR), respectively. The non-terminal symbols are
used for the different types of operators defined in the sgcotumn of Table 1. The
third column of the table gives a short explanation of the asimal meaning of the
operators.

First we define the atomic propositions for the continuoogetdomain. They are
given by the se&¢ in the following definition:

Definition 1.

— The set oDV-expression®V is the smallest set satisfying:
A CDYVando € DV = DV (§) € DV



Table 1. MSA operators

| |symbols |semantical meanings |

arithmetic operators|® € {+, —, %, /,”} plus, minus, multiply, divide,
power of

relations 0,0 € {>, <, =, >, <}|greater, lower, equal, greater-equal,
lower-equal

Boolean operators '° € &=} 22?‘ or, implies

quantifiers ©® e {FA,EX,FX} |forall, exists, combination of for gll
and exists

analog operators |AO € {ST,TO,NO} |several times, throughout, now

temporal operators |¢ € {G, F, X} always, eventually, next

Cycle time intervals |> € {[t1], [t2 : t3]} t1 clock cycles of time interval

t1,t2,t3 € N, t; < t2 |tz begin ands end of time interva

— The set oST/TO/NOTermsS7T is the smallest set satisfying:
RUDY C ST andTIME € ST andt,0 € ST = (1 ©0) € ST

— The set oST/TO/NOformulasSF is the smallest set satisfying:
7,9,ne ST = (1Y) e SFA(rB90n) € SFand
0, 0ESF = (pep) € SFA(—p) e SF

— The set oST/TO/NOEXxpressionsS€ is the smallest set satisfying:
p €SF = AO(p) € S¢

The next Definition declares the syntax of the atomic prdmoss describing prop-
erties of the frequency domain of analog signals which arergby the sefF F in the
following definition:

Definition 2.

— The set oFR-expressionsR is the smallest set satisfying:
7€ST ANweR= FR(r,w) € FR
— The set ofFrequencyfermsF7 is the smallest set satisfying:
RUVCFT and§ € V= AMP(&) € FT and7,9 € FT = (1©V) € FT
— The set ofrequencyFormulasF F is the smallest set satisfying:
T,9,neFT = (rOV) e FFA(rB90n) € FF and
0,0 EFF = (pep) € FFA(—y) € FF and
YEFRANEEVANp EFF =0, ¢) e FF

Considering Definitions 1 and 2 and the syntax definition of Elwe defined the
following syntax of MSA:

Definition 3.

The set of all feasibl® SA-expressions\IS A is the smallest set satisfying:
(DUFFUSE) Cc MSAanda,f € MSA = (aeff) € MSAA (ma) € MSA
anda € MSA = o(a) € MSAAo> (a) € MSA
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Fig. 3. Different times domains for MSA.

Our focus is the analog layer which is divided in two partsfifst, the continuous
time domain with the analog operato®) which evaluate the analog signal directly.
Secondly, the frequencies operatafsK) which analyze frequency domain of the ana-
log signal.

The semantics description is focused on the new atomic giogas of analog sig-
nals. Therefore, we explained the evaluation functiontierrtovel atomic propositions
added to FLTL. This evaluation returns a Boolean value wimclicates whether the
atomic expression is true or false at a clock cycle whichlteso a Boolean trace
BTrace. The real time and the relation between the digital disdrete steps triggered
by a clock cycle and the sampling time of analog modules aeliallenge for MSA
which is shown in Fig. 3. The analog signals are discretizedampling time (dense
time). Digital signals use delta-time cycle which can ocduring clock cycle and is
done on the simulation behavior.

Digital Assertions as PSL or FLTL are based on the discretekatycle of the sys-
tems. The connection of the digital and analog part of MSA&ized by checking the
analog signal during a clock cycle. The analog signal examgéd for the semantics is
shown on the left hand side of Fig. 4. The ordinates are labeith the amplitude and
the abscissa with the time. The right hand side depicts thateeof the discretization
to dense time (sampling time) of the signal which is execigthe simulation tool.
This is an analog function tracel{"race). TheS7 expression allows the construction
of formulas with the sampling time stefdid M E and analog signals. The analog char-
acteristic is described by &F like the inequatior(c, < —6.8) which represents the
area where the property holds. An inequation is depicteld avibold line on the right
hand side of Fig. 4.

The analog and frequency domains need two steps for thddramegion from con-
tinuous time to Boolean values. The first step performs vadiseretization with inequa-
tions from dense time to Boolean dense time values. The monist7 of the syntax
includes equations with analog signals, simulation tinmg] @alues. The special con-
struct DV (derivative) is used to describe slopes and DAEs of an argitptal. The
result of aS7 is a value ofR (S7 x Z — R). In the SF we specify the condition
between the equations which are evaluated at a sampling paiditionally, the con-
ditions can be combined with logic operators. The result§ fis a Boolean value
(SF x 7Z. — B).



For the common time domain we used the clock cycle. MSA needsconstructs
analyzing the analog signal behavior during one clock cyites is the next step from
Boolean dense time values to a Boolean value at a clock clfolethis, we specify
AO := {ST(h),TO(h), NO(h)|h € SF} with TO (throughou}, ST (several timep
and NO (now). The meaning of’O(SF) is that the condition formulated by &F
must hold during the whole clock cycle. In contrary, the dtiod of ST (SF) holds at
least once during a clock cycle. Operadd©(SF) requires that the condition is proved
immediate at the beginning of a clock cycle. The Boolearesdor7'O, ST and NO
depend on a clock cycle which is shown in Fig. 5. F@? and N O the traces are always
false. In contrast, fo67 the trace gets true once.

The frequency domain takes the discretized input signalvehia Fig. 4. Then a
transformation from the continuous time to the frequencyndm with a discretdast
fourier transformation(FFT) is executed for every clock cycle as depicted in Fig. 6.
With FF the frequencies of an analog sigral can be analyzed. The frequency do-
main is calculated fron¥'R(os,w) as depicted in Fig. 6. The desired areas are deter-
mined by using spectral threshold valuesThe result is a set of frequencigseq. The
property is a set of allowed or not allowed frequendies F7 which are described by
an inequationZ0 < f < 25). This is shown in Fig. 6 as a highlighted box. The eval-
uation of the quantifier operations &fF result in a mapping to Boolean values trace
triggered by the clock cycle? X means that the desired frequencies are contained in
the frequency band of the signal. F'A has the behavior, that the frequency band con-
tains in the desired frequency.X is a combination o’ A and EX. In this case the
property is never satisfied because there are no frequeretieser20 H z and25H z.

The accuracy of MSA depends on the sampling fat€hrough the sampling rate it
can be avoided to lose importantinformation of signal valreslopes. A high sampling
rate decreases the chance to miss important informatidresdiBadvantage is a higher
simulation time. The accuracy analysis of the frequencylag,; depends also o
as frand = 0.5 - S. A bad selected can lead tdalse positive®r negatives

Thus, we can connect the resulting Boolean traces from afiaitos in the tempo-
ral layer of MSA in which the specified analog signals and diestgies operations are
replaced with Boolean variables. Then the MSA is conventtd an AR-automaton

oN
20 20

one clock

~10 cycle 10
0 0.2 0.4 0.6 0.8 1 ts 0 0.2 0.4 0.6 0.8 t/s

Fig. 4. Analog and resulting discretized signal.
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which can be executed during system monitoring. An AR-auatimm can detect vali-
dation or violation of properties on finite system traceghey are staying in pending
state if no decision can be made. The trigger is the clockecgod the states are de-
pendent on the Boolean variables of the formula. Fig. 7 shb@81SA examplethe
transformed MSA with the Boolean variablé and the correspondent AR-automata.
An MSA allows the specification of heterogeneous, pure digdr analog properties
which provide powerful expressiveness for ABV. Axample MSAs shown below.
It starts with a precondition which includes a digital temgd@ssertion. This assertion
gets true if the value of the three bit vectas&n 1 &!ng switches at the next clock cycle
to Ino&ny&np. The behavior of the postcondition contains only the analggalvd.
After two clock cycles the signal holds at the next clock eyid the range 08.9 and
4.1. The conditions are combined with @mplication (—) and hold once during the
simulation through the temporal operafor

MSA example: 1
F((('n2&ni1&!ng)&X (In2&ni1&!ng)) — X[2] TO(3.9 < vd < 4.1)) 2

3.2 Implementation of SCTC

We are using SystemC-AMS for modeling and simulation hgfeneous systems. The
developed&CAC library implementation is used to generate automaticailine mon-
itoring checkers of MSASSCAC is based on th&ystemC Temporal Check&CTC)
[21] and on the novel MSA.



F((A,i Ay & X (!iyi,0,)) > X [2]TO(3.9 <vd < 4.1))

&

F(('n,!h, & X (! i,i,0,)) > X [2]0d)

Fig. 7. AR-automata of the example MSA.

SCAC is developed for observation of formal properties duringugation with
SystemC-AMS. The application &CAC is done by monitors which are included in
the SystemC-Code (design or testbench) without changidg#iacting the SystemC
model description. The architecture 8CAC extendsSCTC with a trace and atomic
proposition module which is shown in Fig. 8. The trace modgies the sampling time.
The atomic proposition module ar®iCTC are based on clock cycles. Each analog
signal is evaluated through the trace module and the atoroogition module. The
checker is realized as a separate module with a thread proeslcated to execute
the AR-automata code corresponding to active propertiescking the MSAs can be
reduced by calling theca_check(property) method. A cutout of the code is shown in
Fig. 9.

The synthesis engine converts the plain property specditatto an AR-automata.
The AR-automata needs Boolean input variables. Theredagial signals are directly
connected t&SCTC. The analog signals are connected through a trace modude rea
ing the values of the signals at everyto generate atomic propositions triggered with
t.. The checking process begins with analyzing all analogatfmers to generate the
Boolean input for the AR-automata which are evaluated foloekccycle. Then each
AR-automata is executed during the simulation.

‘ SystemC-AMS Simulation ‘

‘ Digital Signals ‘ ‘ Analog Signals ‘
J L
%) % [ Trace |
285
% o % [ Atomic Proposition |
©
59
“‘;’i év ~~
@ o SystemC-Temporal Checker (SCTC)  AR-Automata &

Fig. 8. SCAC implementation.
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scacheck(” F(((Ina&ni &!no)& X (Ina&ni &no)) — X[2] TO(3.9 < vd < 4.1))"); 2

Fig. 9.IncludeSCTC in SystemC-AMS code .
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Fig. 10. X /A - converter and frequency synthesizer.

4 Case Study

We demonstrate in a comprehensible way the applicabiliguofnovel method. To do
this we used two examples of heterogeneous systems modedgdtiemC-AMS: a first
orderX’'/A-converter and a frequency synthesizer. With these exam@elemonstrate
our contribution using six typical analog properties gibgnMSAs. Significant for the
following important properties is the combination of temgddogic, digital signals and
the characteristics (signal range, slopes, attenuatiéit, @nd frequencies) of analog
signals.

4.1 Examples

X' /A-Converter: On the left hand side of Fig. 10 the first ord&y/ A-converter is
shown. The system transfers a time and value continuouslsigt) into a time and
value discrete fixed bit length signal The considered’/A-converter consists of a
subtracter, an integrator, an amplifier, a 1-bit quantiaaligital low-pass filter, a 1-bit
D/A-converter and a D-flip-flop.

Frequency Synthesizer:This system (shown on the right hand side of Fig. 10) is
used to synthesize new frequencies. The output frequéngys always a multiple of
the input frequency;,,. The factor by whicty;,, is multiplied to getf,..; is given by the
three bit inputr = (naning). The frequency synthesizer consists of four components:
a phase comparator (PC), a low pass filter (LP), a voltager@ited oscillator (VCO)
and a counter. A clock cycle triggered controller switches

4.2 Experiments

Every MSA has at the beginning@operator which is necessary to state that the prop-
erty has to hold during the whole simulation.

Signal Range:Considering our frequency synthesizer, the sigmatontrols which
frequency is produced by the voltage controlled oscillatdnen the input: is changed
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the frequency synthesizer has to adjust the valug dbepending on the application the
correct value has to be reached in a certain time with a defidechnce. An application
could be for example expect that wherchanges t¢011) the new correct value (which
is 4 in our example) will be reached after two clock cycles andwsitolerance of).1.
This leads to the following MSA-expression:

MSA 1: 1
G(("n2&ni1&!ng)&X (In2&ni1&ng)) — X[2] TO(3.9 < vd < 4.1)) 2

Signal Slopes:Again we regard the signall of our frequency synthesizer after a
change of input: has occurred. If for example the valuerofs increased froni010)
to (011) the value ofvd has to increase frorato 4. An application could now require
that during the first clock cycle after this change the signrbstrictly increases. This
would mean that the slope ofi is always greater than zero throughout the first clock
cycle after the change. This can be expressed with an MSAllas/f

MSA 2: 1
G(("Ina&ni1&!ng)&X (In2&ni1&np)) — X TO(DV (vd) > 0)) 2

Signal Attenuation: Sometimes the attenuation of a signal has to be verifiedeln th
example of our frequency synthesizer we changed the valuetof010) after 10ms
of simulation time. After thabd approximately reaches the expected value after
2ms. The value ofd now swings around with decreasing amplitude until we change
the value again in 15ms of simulation time. For the time waébetween 12 and 15ms
an application could now expect a certain attenuation oftpeal. If for example the
condition

2-0.1-e%% <pd <2401 300

should hold (whereis the simulation time in seconds since 12ms) then we caresgpr
this with the following MSA:
MSA 3: 1

G(TO(TIME > 0.012&TIME <= 0.015 — 2 — (0.1 % 2.718°((=TIME + 12 — 3) % 3¢2)) < 2
vd < 24 0.1% (2.718°((=TIME + 12e — 3) = 3e2)))

Analog Behavior with DAE: One part of out”' /A-converter is an integrator. Ob-
viously the input signalli f has to be the derivative of the output sigrain. We can
verify this with the following MSA-expression:

MSA 4: 1
G(TO(dif = DV (sum))) 2

Frequency Range of a SignalThe most important condition that must hold for the
frequency synthesizer is certainfy,; = n - fi,. Knowing thatf;, is 1 MHz, we want
to check whether aftet has changed to (010) the correct frequency of 2 MHz will be
reached within two clock cycles with a tolerance of 0.1 MHRisIcan be done with the
following MSA:

MSA 5: 1
G(("n2&!n1&ng)&X (In2&ni&!ng)) — X[2|FX(FR(fout,0.3),2,1.9¢6 < z < 2.1e6)) 2

Strongest Frequency:In special cases it may become necessary to verify the value
of the strongest frequency. If we consider the same sitnatsdor MSA 5 the strongest
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frequency should be quite close to 2 MHz. To verify if thisrigd at least after two
clock cycles and with a tolerance of 0.05 MHz we use the falhgMSA:
MSA 6: 1

G((In2&ni1&!ng)&X (In2&ni1&ng)) +—  FRIEX(FR(fout,0.3),2,2.95¢6 < =z < 2
3.05¢6& FA(FR(fout,0.3), y, AMP(z) >= AMP(y))))

4.3 Results

We verified the MSAs in a simulation environment féims with the sampling rate
S = 1ns. Table 2 summarizes the results we got during the procesaliofating. In
the first column all desired MSAs are enumerated. The adsadciasults are listed
in the next column, showing at whidh the property has been accepted or rejected.
The entryA represents the acceptance state Rndpresents the rejection state of the
AR-automata. The last entry informs about which port hasitzeelyzed last, causing
the rejection of the MSA. If an MSA is accepted, the inscadpti’-” is placed. For
example, the entry (R,48,.:) for MSA 2 in column 2 means that the MSA is invalid
att. = 43 due to portf,,;. We set all MSAs with th&7-operator which do not reject
at the simulation run as accepted. The last columns showirtihdagion time for the
design with MSA, the simulation without MSA and the resudtoverhead in seconds.

Table 2. MSA verification results

A/R at clock |Simulation time inseconds

MSA |Example cycle with MSA|w/o MSA|overhead

1 Frequency SynthesizeR, 18,vd 48.4 45.1 3.3
2 Frequency SynthesizeR, 16,vd 50.3 45.1 5.2
3 Frequency SynthesizgR, 14,vd 52.6 45.1 7.5
4 X'/ A-Converter A, -, - 46.3 40.2 6.1
5 Frequency SynthesizeA, -, - 48.5 45.1 3.4
6 Frequency Synthesiz@h, -, - 49.3 45.1 4.2

The MSAs 1, 2, and 3 are rejected because the frequency ¢gengoas not fulfill
these specification requirements. The reason for the thikiA 1 is caused by the tol-
erance of).1. This tolerance is too small for the oscillation of thé signal. The slope
property does not hold, because the signatioes not always increase after switching
from (010) to (011). This is based on the feed back loop of the frequency syrahesi
which oscillates until reaching the final frequency. The Iagalid MSA 3 shows that
the requested attenuation does not hold. These are coxentepées which show inter-
nal failures of safety properties. All the other MSAs areeqted for this simulation
run.

The results in Table 2 show that MSAs are causing an addltsimalation runtime
overhead. The overhead from the AR-automata depends ornntbefdactors and the
complexity of the temporal property described in [20] and][However, the overhead
from our MSA extensioiBCAC is caused by the access to the analog or digital signals
from the SystemC-AMS simulation kernel. This part consistly of the trace module
and depends on the monitoring of the signals.
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5 Conclusions and Future Work

This paper demonstrates the application of specifying anidying properties of het-
erogeneous systems during simulation using MSAs. The dasky shows the inte-
gration of the most important characteristics of analogavéir in combination with
temporal logic in MSA. MSAs can be automatically translaitetd AR-automata as
observer automata for SystemC-AMS with GCAC library.

MSAs enable ABV in all phases of the verification process feprcification to full
validation of heterogeneous systems. This methodologylesaow system simulation
with fast falsification and better error detection. This hoetis a step towards complete
functional verification of heterogeneous systems. The stext of MSA is to check the
efficiency of the new methodology and include coverage metrith MSA.
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